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Figure 1: Recognizing textual entailment using (A) conditional encoding via two LSTMs, one over
the premise and one over the hypothesis conditioned on the representation of the premise (c5), (B)
attention only based on the last output vector (h9) or (C) word-by-word attention based on all output
vectors of the hypothesis (h7, h8 and h9).

state is initialized with the last cell state of the previous LSTM (c5 in the example), i.e. it is condi-
tioned on the representation that the first LSTM built for the premise (A). We use word2vec vectors
(Mikolov et al., 2013) as word representations, which we do not optimize during training. Out-of-
vocabulary words in the training set are randomly initialized by sampling values uniformly from
(�0.05, 0.05) and optimized during training.1 Out-of-vocabulary words encountered at inference
time on the validation and test corpus are set to fixed random vectors. By not tuning representations
of words for which we have word2vec vectors, we ensure that at inference time their representation
stays close to unseen similar words for which we have word2vec embeddings. We use a linear layer
to project word vectors to the dimensionality of the hidden size of the LSTM, yielding input vectors
xi. Finally, for classification we use a softmax layer over the output of a non-linear projection of
the last output vector (h9 in the example) into the target space of the three classes (ENTAILMENT,
NEUTRAL or CONTRADICTION), and train using the cross-entropy loss.

2.3 ATTENTION

Attentive neural networks have recently demonstrated success in a wide range of tasks ranging from
handwriting synthesis (Graves, 2013), digit classification (Mnih et al., 2014), machine translation
(Bahdanau et al., 2015), image captioning (Xu et al., 2015), speech recognition (Chorowski et al.,
2015) and sentence summarization (Rush et al., 2015), to geometric reasoning (Vinyals et al., 2015).
The idea is to allow the model to attend over past output vectors (see Figure 1 B), thereby mitigating
the LSTM’s cell state bottleneck. More precisely, an LSTM with attention for RTE does not need to
capture the whole semantics of the premise in its cell state. Instead, it is sufficient to output vectors
while reading the premise and accumulating a representation in the cell state that informs the second
LSTM which of the output vectors of the premise it needs to attend over to determine the RTE class.

Let Y 2 Rk⇥L be a matrix consisting of output vectors [h1 · · · hL] that the first LSTM produced
when reading the L words of the premise, where k is a hyperparameter denoting the size of em-
beddings and hidden layers. Furthermore, let eL 2 RL be a vector of 1s and hN be the last output
vector after the premise and hypothesis were processed by the two LSTMs respectively. The atten-
tion mechanism will produce a vector ↵ of attention weights and a weighted representation r of the
premise via
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1We found 12.1k words in SNLI for which we could not obtain word2vec embeddings, resulting in 3.65M
tunable parameters.
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